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MOTIVATION
ÅCurse of Dimensionality: The sizes of the state space and action space 

both increase exponentially as the number of aerial vehicles increases.

ÅMulti -agent Reinforcement Learning: Agents learn, over time, to 
behave optimally in the environment by interacting continuously with 
the environment and with other agents.

ÅMean-Field Multi-Agent Reinforcement Learning for Collision 
Avoidance: 

Å Distributed Algorithms

Å Fast Learning Rate

Å Safe Trajectories

MODEL

ÅMultiresolution Mean-Field

Å Inside of the view space: 9ŀŎƘ ŀŜǊƛŀƭ ǾŜƘƛŎƭŜ ŦƻŎǳǎŜǎ ƻƴ ǘƘŜ άƛƴǘǊǳŘŜǊǎέ ƛƴ ƛǘǎ 
view space. The features of the intruders in the view space are extracted 
(heading direction, destination).

Å Outside of the view space: The aerial vehicles outside of the view space are 
aggregated as a distribution for predicting the arrivals in the view space at the 
next time slot. The distribution is learned from training data.

ÅAll aerial vehicles adopt the same policy to reduce the dimensionality. 

ÅEach vehicle make its own decisions based on its current state and the 
state of its view space.

FRAMEWORK
ÅActor-Critic with CNN

TRAJECTORY SMOOTH

RESULTS

CONCLUSIONS
ÅWe proposed a multiresolution mean-field multi-agent reinforcement 

learning for collision avoidance.

ÅWe implemented the algorithm with CNN and Actor-Critic, where CNN 
is used to extract features from observations and the actor-critic 
method is used to reduce the variance of learning.

Optimization problem:
Find policy “ίȟέᶰπȟρs.t.
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Input Matrix:

ÅFind a collision free path for each vehicle.
ÅCompute the shortest path in the band by choosing waypoint.

ÅFaster Learning Rate Compared with Mean-Field Q-Learning (Tabular)

ÅThe Cooperation Between Vehicles

Total Cost in Training Total Cost in Testing

Training 
Episode

MFAC MFQ

0 3,949.27 4,612.03

10k 2,659.99 4,617.18

20k 2,655.60 4,413.70

Å8 Vehicles Collision Avoidance in a 20x20 grid


